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Abstract

I use the example of the 2000 US Presidential election to show that political controversies with technical underpinnings are not resolved
by technical means. Then, drawing from examples such as climate change, genetically modified foods, and nuclear waste disposal, I explore
the idea that scientific inquiry is inherently and unavoidably subject to becoming politicized in environmental controversies. I discuss three
reasons for this. First, science supplies contesting parties with their own bodies of relevant, legitimated facts about nature, chosen in part
because they help make sense of, and are made sensible by, particular interests and normative frameworks. Second, competing disciplinary
approaches to understanding the scientific bases of an environmental controversy may be causally tied to competing value-based political
or ethical positions. The necessity of looking at nature through a variety of disciplinary lenses brings with it a variety of normative lenses, as
well. Third, it follows from the foregoing that scientific uncertainty, which so often occupies a central place in environmental controversies,
can be understood not as a lack of scientific understanding but as the lack of coherence among competing scientific understandings,
amplified by the various political, cultural, and institutional contexts within which science is carried out.

In light of these observations, I briefly explore the problem of why some types of political controversies become “scientized” and others
do not, and conclude that the value bases of disputes underlying environmental controversies must be fully articulated and adjudicated
through political means before science can play an effective role in resolving environmental problems.
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

One may or may not find believable the claim by Bjorn
Lomborg, author ofThe Skeptical Environmentalist, that,
starting out as “an old left-wing Greenpeace member”
gloom-and-doom environmentalist (Lomborg, 2001, p. xix)
he gradually convinced himself, through the power of sta-
tistical analysis, that the environmental conditions upon
which humanity depends for its well-being were not get-
ting worse, but were actually getting better. Whether or not
Lomborg did undergo a data-induced perceptual transfor-
mation, his underlying claim is a familiar and comfortable
one. Our commitments to acting in the world must be based
on a foundation of fact, and when a conflict arises between
the two, then our commitments must accordingly change.
Thomas Lovejoy, in a sharply critical review of Lomborg’s
book, nevertheless supports a similar view, where appropri-
ate action is determined by scientific inquiry: “researchers
identify a potential problem, scientific examination tests
the various hypotheses, understanding of the problem of-
ten becomes more complex, researchers suggest remedial
policies—andthen the situation improves” (Lovejoy, 2002,
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p. 12; emphasis in original). David Pimentel, another Lom-
borg critic, argues in the same vein: “As an agricultural
scientist and ecologist, I wish I could share Lomborg’s op-
timism, but my investigations and those of countless other
scientists lead me to a more wary outlook” (Pimentel, 2002,
p. 297).

So Lomborg and his critics share the old-fashioned
idea that scientific facts build the appropriate foundation
for knowing how to act in the world. How, then, are we
to understand the radical divergence of the supposedly
science-based views held by opposing sides in the contro-
versy? If we accept the arguments of the critics, the diver-
gence is simply a reflection of Lomborg’s (perhaps willful)
misunderstanding of the data. Yet, as Harrison (this issue)
amply documents, Lomborg also has his supporters within
the community of scientists. Are we instead witnessing a
debate that exists because the science is incomplete, and
thus allows for different interpretations? StephenSchneider
(2002, p. 1), another of Lomborg’s critics, notes: “I readily
confess a lingering frustration: uncertainties so infuse the
issue of climate change that it is still impossible to rule
out either mild or catastrophic outcomes, let alone provide
confident probabilities for all the claims and counterclaims
made about environmental problems.”
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There is an obvious problem of causation here. If the
science is insufficiently certain to dictate a shared commit-
ment to a particular line of action, from where do these
commitments spring? For Lovejoy, the process starts when
“researchers identify a potential problem,” but the recogni-
tion that something is a “problem” demands a pre-existing
framework of values and interests within which problems
can be recognized. And Pimentel’s “wary outlook” (not
to mention Lomborg’s rosy one) presupposes some expec-
tations of what the world ought to look like in the first
place.

This paper thus confronts a well-known empirical prob-
lem. In areas as diverse as climate change, nuclear waste
disposal, endangered species and biodiversity, forest man-
agement, air and water pollution, and agricultural biotech-
nology, the growth of considerable bodies of scientific
knowledge, created especially to resolve political dispute
and enable effective decision making, has often been ac-
companied instead by growing political controversy and
gridlock. Science typically lies at the center of the debate,
where those who advocate some line of action are likely to
claim a scientific justification for their position, while those
opposing the action will either invoke scientific uncertainty
or competing scientific results to support their opposition.1

A significant body of literature both documents and seeks
to understand this dynamic (see, e.g., the admirable synthe-
sis by Jasanoff and Wynne, 1998). This literature is char-
acterized, for example, by the understanding that scientific
facts cannot overcome, and may reinforce, value disputes
and competing interests (e.g.,Nelkin, 1975; Nelkin, 1979;
Collingridge and Reeve, 1986), that scientific knowledge is
not independent of political context but is co-produced by
scientists and the society within which they are embedded
(e.g., Jasanoff, 1996a), that different stakeholders in envi-
ronmental problems possess different bodies of contextu-
ally validated knowledge(e.g.,Wynne, 1989), and that the
boundaries between science and policy or politics are con-
stantly being renegotiated as part of the political process
(e.g.,Jasanoff, 1987; Jasanoff, 1990).

This work adds up to a deeply textured portrayal of the
troubled relationship between science and decision mak-
ing in the realm of the environment. Yet, as the Lomborg
controversy highlights to a degree that is almost painful,
high-profile public discourse surrounding environmental dis-
putes remains stubbornly innocent of this past 20 or more
years of constructivist scholarship. The notion that science
is a source of facts and theories about reality that can and
should settle disputes and guide political action remains a

1 This dynamic does not discriminate on the basis of ideology: in the
case of the Yucca Mountain nuclear waste repository, the claim that the
science is sufficient to justify action (i.e., construction of the site) has
most strongly been invoked by those with a politically conservative bent;
in the case of climate change, it is political liberals who have been more
likely to claim that the science is sufficient to justify a particular line of
action (mandated reductions of greenhouse gas emissions).

core operating principle of partisans onboth sides of the
Lomborg case and other environmental controversies.2

Much, perhaps most, of the recent literature grounds its
critique in the difficulties associated with the first compo-
nent of this pervasive and strongly held notion—that science
is a source of verifiable facts and theories about reality. In
this paper, I treat this realist notion not as a contestable idea
but as an initial condition of the policy context—a starting
point for further analysis. My goal is to offer an interpreta-
tion of the current, lamentable state of affairs whose accep-
tance by political actors does not require an abandonment of
fundamental cosmologies. Thus, I look for explanation not
in the social construction of science, but precisely in “the
fact that scientists do exactly what they claim to do,” (Hull,
1988, p. 31) and argue that the fulfillment of this promise
is what gets us deeper into the hot water—science does
its job all too well. The argument, in brief, is this: nature
itself—the reality out there—is sufficiently rich and com-
plex to support a science enterprise of enormous method-
ological, disciplinary, and institutional diversity. I will argue
that science, in doing its job well, presents this richness,
through a proliferation of facts assembled via a variety of
disciplinary lenses, in ways that can legitimately support,
and are causally indistinguishable from, a range of compet-
ing, value-based political positions. I then show that, from
this perspective, scientific uncertainty, which so often oc-
cupies a central place in environmental controversies, can
be understood not as a lack of scientific understanding but
as the lack of coherence among competing scientific under-
standings. These considerations lead me finally to consider
the question of why environmental controversies tend to be-
come highly “scientized,” and to speculate about what might
happen if we could “de-scientize” them.

But first, as a sort of control case, it might be helpful
to visit a major political controversy that was not resolved
through resort to scientific research: the 2000 US Presiden-
tial election.

2. Determining an integer

The front page of the 6 May 2000Washington Post
reported that political scientists were using mathematical
models to predict the winner of the forthcoming US Presi-
dential election between Democratic candidate Al Gore and
Republican George W. Bush (Kaiser, 2000). The models,
which integrated such factors as the state of the economy
and public opinion data, indicated that Gore would handily
win the election. But by the time the polls in most states
had closed, it was apparent that victory in this remarkably
close election would depend on the outcome of the vote in
the populous and tightly contested state of Florida, with its

2 Perhaps paradoxically, the notion persists despite carefully argued
claims about the delegitimation of the authority of science in society (e.g.,
Ezrahi, 1990).
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25 electoral votes. At about 8:00 p.m. on election night, the
major television networks famously declared Gore the win-
ner on the basis of data from Florida exit polls. But as the
actual Florida returns came in, it soon became clear that the
race was too close to call, and the networks rescinded their
initial prediction of a Gore victory. Early the next morning,
the networks named Bush the victor, but they soon learned
that the closeness of the vote would trigger an automatic
recount, so again they had to reverse themselves. A day
later, with all precincts reporting, the initial vote count for
Florida indicated a difference between Gore and Bush of
about 1800 votes out of almost six million cast—a margin
of less than three hundredths of a percentage point.

With so much at stake, the vote count was of course fu-
riously contested, with claims of irregularities, miscounts,
misvotes, machine failure, and even voter intimidation, and
demands for recounts. Yet the basic contention focused on
the determination of a single, apparently simply fact: how
many votes did each candidate receive?

This is a remarkably straightforward-seeming problem,
with an apparently clear path to resolution: count all votes
and determine the winner. Yet, in the end, the winner of
the Florida vote was not determined by an assertion of fact,
it was determined through the resolution of a legal battle
between lawyers representing the interests of each candi-
date, and decided by theSupreme Court of the United States
(2000). The decision overturned an earlier Florida Supreme
Court ruling that would have allowed additional recounts. In
so doing, it accepted a vote count that had been previously
certified by the state of Florida, which showed Bush to be
the winner (now by 537 votes) despite ongoing uncertain-
ties about the actual tally. In other words, the Court asserted
that the final answer to the question “Who got more votes
in Florida?” was appropriately determined by legal and po-
litical processes.

2.1. A thought experiment

Would not it have made more sense to simply get a defini-
tive count of the votes to objectively determine the winner?
Imagine that the contesting parties had agreed that the prob-
lem was a technical one, not a legal or political one, and
that they had turned the vote counting over to a team of
disinterested experts whose job would be to determine the
correct result. On its face, it is hard to imagine a problem
more suited to a strictly technical approach. The system un-
der consideration—an election—is in principle a closed one,
with a finite number of system components (voters; voting
machines; vote counting procedures) obeying simple deci-
sion rules (each voter votes once for one candidate based on
personal preference; all votes for each candidate are added
up) within clearly defined spatial (the state of Florida) and
temporal (the time period during which the polls were open)
boundaries. The correct answer is known to be an integer,
and it is derived through the simplest possible arithmetic
process.

Of course the political debate over the vote count re-
vealed system complexities. Overvotes (ballots that were not
counted because they appeared to contain votes for more
than one candidate) and undervotes (ballots that were not
counted because they appeared not to indicate a vote for
any candidate) totaled more than 175,000—more than three
hundred times the final, certified 537 vote differential be-
tween Bush and Gore (Merzer, 2001). Many of these ballots
seemed to indicate the intent of the voter (for example, in
cases where voters had not pushed the vote-punch machine
hard enough to fully separate the chad from the card; or
where voters had both punched and written in a vote for the
same candidate). Confusing ballot graphics may have led
some people to vote for the wrong candidate. More gener-
ally, the reliability of various voting technologies was called
into question.

So the team of experts tasked with coming up with the
final vote tally might need to be drawn from several dis-
ciplines. For example, there would certainly need to be a
statistics group to develop models of reliability for different
types of voting machines. Statisticians would also need to
develop rigorous error analyses that would characterize the
probabilities that a given tally actually determined the real
victor. A technology evaluation group would need to assess
the sources of failure for different types of machines, while
a cognitive neuroscience group might look at visual per-
ception problems to try to understand the extent to which
ballot design could contribute to wrong votes. Fundamen-
tal research could address such questions as chad behavior
under different states of compressive stress (material sci-
ence), the relation between the physical strength of the
voter and chad behavior (physiology), the variable behavior
of vote-punch machines (mechanical engineering), and the
causes of overvotes (psychology).

The first result of these analyses would likely be reports
with technical-sounding titles such as “Florida’s Resid-
ual Votes, Voting Technology, and the 2000 Election,” or
“Elections: Statistical Analysis of Factors that Affected Un-
counted Votes in the 2000 Presidential Election,” or “The
Butterfly Did It: The Aberrant Vote for Buchanan in Palm
Beach County, Florida.”3 Once the experts began to make
their results known, other experts would need to review
them, and disagreements—over methodology, data, and
conclusions—would undoubtedly emerge. Studies from dif-
ferent disciplines would need to be integrated, and even then
the final calculations would have to be governed by rules
about what constitutes a valid vote. Normative questions
(such as whether the vote count should capture the intent
of all voters, or simply record “actual” votes, which would
in turn raise questions about what “actual” meant) would
thus govern both the design of studies and the interpretation
of results, and we could expect that the political back-
grounds and affiliations of the experts would be exhaustively

3 In fact, these are the titles of published papers:Leib and Dittmer
(2002), US General Accounting Office (2001), andWand et al. (2001).
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scrutinized to try to sniff out potential conflicts of interest. To
make matters yet more complex, ideological affinity would
probably influence what type of science one was willing to
accept, because different approaches to counting would have
different implications for the election results. In this light,
because so many of the uncounted overvotes and undervotes
were from precincts with Democratic majorities,4 Bowker
and Star (2001, p. 422) recognized “a party political divide
[that] aligned the purity of numbers with the Republican
right and a faith in statistics with the Liberal left.”

Can we really imagine that such a technical process would
have led to a swift determination of the “real winner” in a
timely fashion, and in a manner that preserved the legiti-
macy of the electoral system and the eventual winner? Would
the experts have been able to arrive at a number—a simple
integer—that everyone could agree on as the “right” answer,
and that all contesting interests would have accepted? In-
deed, the Miami Herald sponsored an unofficial recount of
over- and undervotes which showed that either Gore or Bush
could have been the winner depending on criteria used to
judge the validity of ballots.

In contrast, it should be remembered that the politi-
cal/judicial process that actually was followed did accom-
plish these goals, conferring a final decision in 36 days,
and yielding a new president who was broadly accepted
despite the fact that more than half of the nation’s voters
had opposed him, and in the absence of any agreement of
what the final vote tally “actually” was.

This story and thought experiment are meant to highlight
four points.

1. Even apparently simple systems can display unprece-
dented, surprising behavior. Fifty-two previous presiden-
tial elections were not enough to reveal all possible sys-
tem behaviors and permit accurate prediction of future
outcomes.

2. The same uncertainties that were revealed in the Florida
election no doubt exist in all elections. They became
significant because the election was so close (both
sides could reasonably visualize themselves as potential
winners—or losers), and because the stakes were enor-
mously high—the presidency would be determined by
its outcome.

3. The dispute was not resolved by addressing the techni-
cal aspects of the vote count, but by subjecting the vote
count process to political and judicial mediation proce-
dures that were legitimated by their capacity not to arrive
at “truth” but to transparently negotiate among competing
players. But because this system was broadly accepted
as legitimate—that is, people understood and agreed on
the rules—its results were also broadly accepted. More-

4 Studies by various social scientists (e.g.,Wand et al., 2001andHeron
and Sekhon, 2003) have sought to show that the intent on many overvoted
ballots could be inferred, and have concluded that high prevalence of
uncounted overvotes in strongly Democratic counties worked strongly in
favor of Bush.

over, the result is not permanent—it will be revisited in
the next election.

4. A purely technical approach, aimed at overcoming un-
certainty about the vote count, and subject both to the
strictures of scientific method and the close attention of
the public, could not have achieved resolution as quickly,
as decisively, or as legitimately, as the political/legal ap-
proach.

3. Excess of objectivity

I want to explore the possibility that environmental con-
troversies typically bear a much greater likeness to the 2000
Florida election controversy than might at first seem appar-
ent. To do so I begin by considering why facts5 often fail
to behave in the manner that both Lomborg and his critics
claim they should.

In July 2003, two conservative think-tanks, the Hoover
Institution on War, Revolution and Peace at Stanford Uni-
versity, and the George C. Marshall Institute in Washing-
ton, DC, published a book entitledPoliticizing Science: The
Alchemy of Policymaking(Gough, 2003). The book visited
a number of examples, from a right-wing perspective, of
how science had been manipulated, distorted, or suppressed,
mostly in support of liberal causes, mostly related to the
environment. The underlying theme of the book was that
science could guide politics only when it was free from
ideology. “The more that political considerations dominate
scientific considerations, the greater the potential for pol-
icy driven by ideology and less based on strong scientific
underpinnings” (2003, p. 3). The point, of course, is that
“policy driven by ideology” is supposed to be undesirable.

The next month, Congressman Henry Waxman, a lib-
eral Democrat, released a report entitled “Politics and Sci-
ence in the Bush Administration” (United States House of
Representatives, 2003), which pointed to numerous exam-
ples of how the Administration “manipulated the scientific
process and distorted or suppressed scientific findings” to
yield results that favored the interests of its supporters.

While neither of these publications were works of schol-
arly research, and both made some points that seem rea-
sonable and others that are less so, the more interesting
observation is that, in coming from strongly contrasting
ideological positions, they (along with the combatants in
the Lomborg controversy) shared a view of science as a
disinterested force that could guide political decision mak-
ing by providing appropriate facts—so long as it was kept
separate from politics. Yet the simultaneous appearance of
these two products amusingly highlights what neither side
was willing or able to contemplate: if everyone politicizes
the science, maybe there is something about science that
lends itself to being politicized?

5 I am content to use a conventional definition of “fact,” e.g., a statement
about the world whose truth or falseness can be tested.
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Consider climate change, which may variously be under-
stood as a “problem” of climate impacts, weather impacts,
biodiversity, land use, energy production and consumption,
agricultural productivity, public health, economic develop-
ment patterns, material wealth, demographic patterns, etc.
Each of these ways of looking at the problem of climate
change involves a variety of interests and values, and each
may call on a body of relevant knowledge to help understand
and respond to the problem. Not only may the interests, val-
ues, and knowledge relevant to one way of understanding
the problem be, in small part or large, different from those
associated with another way, but they may also be contradic-
tory. Conversely, those holding different value perspectives
may see in the huge and diverse body of scientific informa-
tion relevant to climate change different facts, theories, and
hypothesis relevant to and consistent with their own norma-
tive frameworks. This condition may be termed an “excess
of objectivity,” because the obstacle to achieving any type
of shared scientific understanding of what climate change
(or any other complex environmental problem) “means,”
and thus what it may imply for human action, is not a lack
of scientific knowledge so much as the contrary—a huge
body of knowledge whose components can be legitimately
assembled and interpreted in different ways to yield com-
peting views of the “problem” and of how society should
respond. Put simply, for a given value-based position in an
environmental controversy, it is often possible to compile a
supporting set of scientifically legitimated facts.

A familiar illustration is the documentation of global
warming. While the observation of a global warming
signal over the past 20 years is well accepted, discrep-
ancies between surface temperature measurements and
lower-to-middle troposphere temperature data from satel-
lites and radiosondes continue to offer scientifically cred-
ible facts for global warming “contrarians.” A National
Academy of Sciences report (NRC, 2000) failed to resolve
this conflict, concluding that, on the one hand, “the warm-
ing trend in global-mean surface temperature observations
during the past 20 years is undoubtedly real” and also that
“the troposphere actually may have warmed much less
rapidly than the surface from 1979 into the late 1990s”
(NRC, 2000, p. 2).6

Yet resolving the discrepancy to everyone’s satisfaction
would not really solve anything. After all, the fact of global
warming is not itself inherently problematic; what worries
us is the possibility that warming will cause a variety of un-
desirable outcomes. When global warming is considered in
terms of its specific potential social consequences, however,
the availability of competing facts and scientific perspec-
tives quickly spirals out of control. Consider the following

6 The first goal listed in theStrategic Plan for the US Climate Change
Science Program(Climate Change Science Program, 2003) is to recon-
cile surface and lower atmosphere temperature records, whose inconsis-
tencies “reduce confidence in understanding of how and why climate has
changed.”

chain of logic: human greenhouse gas emissions are caus-
ing global warming; global warming will lead to increased
frequency and severity of extreme weather events; reducing
greenhouse emissions can thus help reduce the impacts of
extreme weather events. Each link in this chain is saturated
with the potential for competing, fact-based perspectives.
For example, climate models and knowledge of atmospheric
dynamics suggest that increased warming may contribute to
a rising incidence and magnitude of extreme weather events
(Houghton et al., 2001, p. 575); but observations of weather
patterns over the past century do not show clear evidence
of such increases, while model results are still ambiguous,
and “data continue to be lacking to make conclusive cases”
(Houghton et al., 2001, p. 774). While economists can show
how tradable permit schemes combined with mandated
emissions targets can reduce greenhouse gas emissions
(Chichilnisky and Heal, 1995), they cannot agree on plausi-
ble future rates of emissions increase (The Economist Print
Edition, 2003). Furthermore, perspectives on the history
and economics of innovation suggest that decarbonization is
likely to depend primarily on technology evolution and dif-
fusion, not policies governing consumption (Ausubel, 1991;
Nakicenovic, 1996). Social science research on natural
hazards suggests that socioeconomic factors (such as land
use patterns, population density, and economic growth),
rather than changing magnitude or frequency of hazards,
are responsible for increasing societal losses from extreme
events (Pielke et al., 2003; Changnon et al., 2001). And
in any case, climate scientists disagree about the extent to
which greenhouse gases are responsible for warming trends,
given that other phenomena, such as land use patterns, may
also strongly influence global climate (e.g.,Marland et al.,
2003). Finally, climate models that as yet have no capacity
to accurately predict regional variability in extreme events
are thus even further from providing useful information
about how greenhouse gas emissions reductions might in-
fluence future incidence and magnitude of extreme events.
Each level of analysis is not only associated with its own
competing bodies of contestable knowledge and facts, but
is also dependent on how one views the other levels of anal-
ysis. Facts can be assembled to support entirely different
interpretations of what is going on, and entirely different
courses of action for how to address what is going on.

As Michael (1995, p. 473) explained, in the context not
of global warming but ecosystem management: “More in-
formation provides an ever-larger pool out of which inter-
ested parties can fish differing positions on the history of
what has led to current circumstances, on what is now hap-
pening, on what needs to be done, and on what the conse-
quences will be. And more information often stimulates the
creation of more options, resulting in the creation of still
more information” (also seeHerrick and Jamieson, 1995;
Herrick and Sarewitz, 2000; Sarewitz, 2000).

As an explanation for the complexity of science in
the political decision making process, the “excess of
objectivity” argument views science as extracting from
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nature innumerable facts from which different pictures of
reality can be assembled, depending in part on the social,
institutional, or political context within which those doing
the assembling are operating. This is more than a matter of
selective use of facts to support a pre-existing position.7 The
point is that, when cause-and-effect relations are not simple
or well-established,all uses of facts are selective. Since
there is no way to “add up” all the facts relevant to a com-
plex problem like global change to yield a “complete” pic-
ture of “the problem,” choices must be made. Particular sets
of facts may stand out as particularly compelling, coherent,
and useful in the context of one set of values and interests,
yet in another appear irrelevant to the point of triviality.8

4. Value in discipline

While this argument may help make clear why “more
science” often stokes, rather than quenches, environmental
controversies, I believe it does not go far enough. It seems to
me that there is likely to be a causal connection between the
ways that we have organized scientific inquiry into nature,
and the ways we organize human action (and thus political
decision making) related to the environment.

For example, consider the controversy over the Acoustic
Thermometry of Ocean Climate (ATOC) experiment. The
history of this controversy is discussed in detail inOreskes
(2004). In brief, oceanographers at the Scripps Institution
of Oceanography designed a clever experiment to measure
changes in the global average temperature by monitoring
how the velocity of sound waves traveling over long dis-
tances in the ocean were changing over time. ATOC was
promoted as the experiment that could finally settle the ques-
tion of whether, and how fast, global warming was actually
occurring. However, an alliance of environmentalists and bi-
ologists opposed the experiment because of concerns about
its effects on whales and other marine mammals. While de-
signers of the experiment sought to assure the opponents
that the experiment would not harm marine mammals, they
lacked both the scientific legitimacy, and the institutional
disinterest, to make a convincing case. A National Research

7 My point is not to excuse conscious manipulation of facts, or to
deny that some research simply is not of a very good quality. But the
elimination of these two problems would have little if any effect on the
phenomenon I am describing. The problem is not “good” versus “bad”
but “ours” versus “theirs” (e.g., seeHerrick and Jamieson, 2001on “junk
science”).

8 A conspicuous example of such of non-intersecting worldviews is the
almost complete lack of cross fertilization between scientists who generate
model-based scenarios of future climate behavior, and researchers who
study hazards and their reduction. As one indication of this divide, these
communities use the word “mitigation” in opposite senses. To the climate
modeling community, mitigation means prevention of climate change
through greenhouse gas emissions reduction (mitigation ofcause). To the
hazards community, mitigation means protection from climate impacts
through, e.g., better land use planning or infrastructure (mitigation of
effects).

Council (NRC) study was commissioned to resolve the dis-
pute, and while it was unable to confirm the potential for
ATOC to harm marine mammals, neither could it entirely
discount the possibility. Oceanographers working on the ex-
periment interpreted the report as a green light for ATOC,
while biologists saw it as a vindication of their opposition.

Oceanographers were primarily concerned about con-
ducting an oceanographic experiment that would document
global warming. Biologists were primarily concerned about
the effects of acoustic transmissions on the well-being of
marine mammals already under assault from human activ-
ities. These positions are not reconcilable because there is
nothing to reconcile—they recognize and respond to differ-
ent problems. They also point to a direct connection between
scientific perspectives and values. Oceanographers chose
to interpret the uncertainty associated with the National
Research Council study as an endorsement of the safety of
ATOC. Biologists interpreted the same study as an affirma-
tion of potential harm. Scientific orientation helped to de-
termine one’s assessment of the level risk posed by ATOC,9

one’s willingness to face that risk, and one’s view about the
potential benefits of ATOC (Oreskes, 2004). There is a no-
table incoherence in this debate—an incommensurability of
contesting fact-value positions (“contradictory certainties,”
to useSchwarz and Thompson’s (1990, p. 60) memorable
term). The benefits of performing ATOC, as understood and
articulated by physical oceanographers, had no bearing on
the well-being of marine mammals, as understood by biol-
ogists. To put it bluntly, but perhaps not too simplistically,
oceanographers’ values were represented by the conduct
and outputs of oceanography; biologists’ values were not.

Could scientific orientation be related to the values that
one holds? Science divides up the environment partly by
disciplinary orientations that are characterized by particular
methods, hypotheses, standards of proof, subjects of inter-
est, etc. My point is certainly not that disciplines are asso-
ciated with monolithic worldviews and value systems. But,
while some see a grand unification of all knowledge as an
inevitable product of scientific advance (Wilson, 1998), thus
far the growth of disciplinary scientific methods and bodies
of knowledge results in an increasing disunity that translates
into a multitude of different yet equally legitimate scientific
lenses for understanding and interpreting nature (e.g.,Dupré,
1993; Rosenberg, 1994; Cartwright, 1999; Kitcher, 2001,
chapter 6). Similarly, individual humans can have only the
most partial of understandings of the world in which they
reside, and it is in the context of these always-incomplete
understandings that they make their decisions and judgments
(e.g.,Simon, 1997andSimon, 1983). Without saying any-
thing about direction of causation, it seems entirely plausi-
ble to suggest that the formal intellectual framework used
by a scientist to understand some slice of the world may be

9 Similarly, Barke and Jenkins-Smith (1993)showed that scientists’ per-
ception of risk related to nuclear waste disposal was related to disciplinary
orientation.
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causally related to that scientist’s normative framework for
interpreting and acting in the world.

The ongoing debate over genetically modified organisms
(GMOs) in agriculture helps to illustrate the idea. There
are many ways to “understand” GMOs: in terms of their
connection to food production, human health, economic de-
velopment, ecosystem dynamics, biotechnology innovation
processes, plant genetic diversity, even culinary arts. Each of
these perspectives is associated in part with separate disci-
plinary perspectives. What might such diverse perspectives
mean for how one views the “value” or “risks” of GMOs?
Environmental benefits typically attributed to GMOs in-
clude: better resistance to environmental stresses; more
agricultural productivity; fewer agrochemical inputs such as
pesticides; and design of crops that can actually remediate
polluted soils and aquifers. Environmental risks typically
attributed to GMOs include: uncontrolled introgression of
genes into other varieties or species; harmful mutations
of inserted genes; competition and breeding with wild
species; negative effects of insecticidal GMOs on beneficial
non-target organisms such as birds and pollinating insects;
and growing resistance of insects to insecticidal GMOs
(Wolfenbarger and Phifer, 2000; Food and Agriculture
Organization, 2003a,b). One obvious attribute of these two
lists is that the putative benefits derive from straightforward
cause-and-effect relations that reflect the intent of scientists
working on GMOs, whereas the putative risks arise from
more complex interactions that are largely unintended. It
thus seems reasonable to expect that scientists from disci-
plines involved in design and application of GMOs, such as
plant geneticists and molecular biologists, would be poten-
tially more inclined to view GMOs in terms of their planned
benefits, and ecologists or population biologists would be
more sensitized to the possibility of unplanned risks at a
systemic level.

These sorts of relations become palpable in trying to un-
ravel the vicious debate sparked by the publication of a paper
in Natureby Ignacio Chapela, a microbial ecologist, and his
graduate student, David Quist, documenting the occurrence
of transgenic corn in Mexico, and the introgression of the in-
secticidal (Bt) transgenes into native maize varieties (Quist
and Chapela, 2001). The original article, which went through
Nature’sstandard peer review process, was attacked vocif-
erously by numerous scientists, including former Berkeley
colleagues of Quist and Chapela. Both the methods and
the conclusions of the original paper were strongly criti-
cized. One scientist called the paper “a testimony to techni-
cal incompetence,” another termed it “so outlandish as to be
pathetic,” and a third dismissed it as “trash and indefensible”
(Lepkowski, 2002a). These and other critics initially insisted
that the issue was simply one of the quality of the science,
but in reality the dispute was inextricably intertwined in the
larger controversy over biotechnology. If the original results
were correct it meant that GM corn had made its way into
Mexico despite the fact that it was banned by the Mexican
government, and, more damningly, that genes from the GM

corn had moved into native Mexican varieties that are the
original source of the world’s genetic diversity for corn. If
these conclusions turned out to be true, it could damage the
prospects of the agricultural biotechnology industry, because
it would indicate that the ecological and genetic impacts of
GM corn were not predictable and could not be controlled.

An underlying theme of the debate was that Quist and
Chapela’s attackers were in the pocket of the biotech-
nology industry, or, from the opposite perspective, that
Quist, Chapela, and their allies were shills for the
anti-biotechnology lobby. Environmental and industry
groups mobilized their constituencies on behalf of the
scientists who best represented their interests. Scientists
themselves traded accusations about the political motives
and economic interests of those whose science they were
attacking (Lepkowski, 2002a; Nature, 2002). If nothing
else, the high stakes of the debate ensured that it would
attract much more attention than a disagreement that was
merely “scientific.” As Nature editor Maxim Clarke ob-
served: “scientists with strong interests scrutinize published
papers more intently than they would otherwise do. . .

because they are very motivated to find any flaws which
can be used to undermine or support the conclusions of the
paper” (Lepkowski, 2002b).

Yet on another level that was never discussed, the dis-
ciplinary structure and disunity of science itself was at the
roots of the controversy. The two sides of the debate repre-
sented two contrasting scientific views of nature—one con-
cerned about complexity, interconnectedness, and lack of
predictability, the other concerned with controlling the at-
tributes of specific organisms for human benefit. In disci-
plinary terms, these competing views map onto two distinc-
tive intellectual schools in life science—ecology and molec-
ular genetics (e.g., seeHolling, 1998).

Thus, it is not surprising that Quist and Chapela’s
strongest scientific critics were those whose own research
focused on the genetic engineering of individual plant vari-
eties, while their scientific supporters focused on ecosystem
behavior (as did Quist and Chapela). Those representing
the molecular genetics perspective aimed their critique at
flaws in Quist and Chapela’s techniques and the ambiguity
of their results (Metz and Fütterer, 2002; Kaplinsky et al.,
2002). Wayne Parrott of the University of Georgia, one of
their most aggressive attackers, said:

“[W]hen we do our work, we run a PCR [polymerase
chain reaction] first. Then we take our positive samples
and do a more reliable test on them. Chapela used it in
its entirety. He could have taken his positive samples and
followed them up with something more definitive, such
as spraying the things with a herbicide. Or he could have
looked for a protein. There are many things he could have
done that would have taken maybe a couple more weeks.
No one would have questioned it. The thing is that he tried
to get into a top journal by using a preliminary test. Then
he makes all sorts of claims based on this. He used the



392 D. Sarewitz / Environmental Science & Policy 7 (2004) 385–403

wrong enzyme, he used the wrong extraction procedure,
everything he did was wrong. And it’s not worth the paper
it’s written on” (Lepkowski, 2002a).

But Allison Snow, a researcher at Ohio State University
who studies gene flow in the environment, had a more gener-
ous view, despite acknowledging the methodological flaws:

“I don’t think the science in the second half of their paper
was very good. They said there were multiple insertions of
transgenes, where they were going in the genome wasn’t
predictable, and that therefore that there was something
scary about transgenes. But the first half of the paper,
while you could always have asked them to do a better job,
I thought was well supported. And anyway, a lot of people
already believe that transgression has already happened
and the Mexican government has confirmed it and talked
about it in several news releases. What was interesting was
Chapela’s positive control with the grain from the local
store. That had been shipped in from the United States as
animal feed and was definitely transgenic. It was not for
human consumption but people are planting it. So there
are all those different parts to this puzzle” (Lepkowski,
2002a).

Parrott, whose analytical frame of reference is the gene,
assessed Quist and Chapela’s work strictly in terms of its
adherence to the standards necessary for genetic engineer-
ing. Failing to pass muster from that perspective, he deemed
the work worthless. Snow, whose focus is on the ecosystem
scale, could acknowledge these flaws but still recognize that
parts of the research had important implications for ecosys-
tem behavior, and as well that the research reflected such
scientific virtues as replicability of results and the clever
identification of a control case.

The implications of these competing perspectives are
readily apparent in the ways that Parrott and Snow describe
their own work. Parrott’s website says: “Our laboratory
conducts research on crop genetic engineering, although
its members also dabble in molecular markers. The bulk
of the work deals with the development of protocols for
. . . genetic transformation of soybean, peanut, alfalfa, and
maize” (Parrot Lab, 2003). In contrast, Snow says of her
research: “I study microevolutionary processes in plant pop-
ulations, with an emphasis on breeding systems, pollination
ecology, and conservation biology. . . Most recently, my
research focuses on the applied question of how gene flow
from cultivated species affects the evolutionary ecology of
weedy relatives” (Snow, 2003). Parrott’s concerns end with
the “genetic transformation” of specific crops, while this
transformation is the starting point for Snow’s work.

In this context, there is nothing inherently implausible in
the claims of scientists on both sides that their positions
were scientific, not political or economic. Two of Quist and
Chapela’s critics, accused in a letter toNature of having
conflicts of interest because their research was partly funded
by the biotechnology industry (Nature, 2002, p. 898) de-

fended themselves in the following manner: “We are not
unlike many scientists in that we have shared research and
funding with industry at some point. In stating that we have
‘compromised positions,’ [our critics] wrongly imply that
private-sector funding strips us of integrity and legitimacy in
the arena of scientific discourse.” One may accept this argu-
ment and still see a connection between the type of science
being conducted, a worldview compatible with that science,
and the interests of those who might find the science com-
pelling and valuable.10

This alignment of disciplinary perspective and worldly in-
terests is critically important in understanding environmental
controversies, because it shows that stripping out conflicts
of interest and ideological commitments to look at “what the
science is really telling us” can be a meaningless exercise.
Even the most apparently apolitical, disinterested scientist
may, by virtue of disciplinary orientation, view the world
in a way that is more amenable to some value systems than
others. That is, disciplinary perspective itself can be viewed
as a sort of conflict of interest that can never be evaded. In
cases such as the Mexican corn controversy, it might be most
accurate to look at the scientific debate not as tainted by val-
ues and interests, but as an explicit—if arcane—negotiation
of the conflict between competing values and interests em-
bodied by competing disciplines.

From a similar perspective, the economist Richard
Norgaard (2002)assessed Lomborg’sThe Skeptical Envi-
ronmentalist. Norgaard notes that economists have been
generally sympathetic with Lomborg’s optimistic evaluation
of the state of the world’s environment, while ecologists and
other environmental scientists have been largely outraged.11

The reason, he suggests, is that “the thinking of economists
requires the existence of scarcity,” (2002, p. 288) and
the history of industrial economies is one of overcoming
scarcity through innovation. Progress through innovation
and economic growth is a first principle underlying con-
ventional economic dogma, and this principle dictates that
current scarcity of environmental assets will be overcome
in a similar manner. One presumes, although Norgaard is
not explicit about this, that he sees environmental scientists
as inherently less inclined toward an optimistic view of the
future, perhaps because their disciplines do not include the
faith in the inevitability of progress that he attributes to
economics.

To summarize thus far: central to the idea that science
can help resolve environmental controversies is the expecta-
tion that science can help us understand current conditions
under which our decisions are being made, and the poten-
tial future consequences of those decisions. This expectation
must confront the proliferation of available facts that can be

10 The point applies equally to Chapela, a long-time opponent of GM
crops.
11 For this reason, he also speculates—correctly, it turns out (Harrison,

2004)—that some or most of the peer reviewers of Lomborg’s book must
have been economists.
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used to build competing pictures of current and future con-
ditions, and the embeddedness of such facts in disciplinary
perspectives that carry with them normative implications.
These problems are in part a reflection of the diversity of
human values and interests, but they also reflect the richness
of nature, and the consequent incapacity of science (at least
in this stage of its evolution) to develop a coherent, unified
picture of “the environment” that all can agree on. This lack
of coherence goes by the name of “uncertainty.”

5. Origins of uncertainty

Reduction of uncertainty is a central, perhaps the central,
goal of scientific research carried out in the context of en-
vironmental controversies ranging from climate change to
ecosystem restoration, as variously articulated in innumer-
able policy documents, research reports, and scientific arti-
cles. The standard model, of course, is that if uncertainty
surrounding the relevant scientific facts can be reduced, then
the correct course of action will become more apparent. Un-
certainty is thus portrayed as the cause of inaction. But the
notion of a clearly demarcated body of relevant fact is highly
problematic. And, as the 2000 election story shows, uncer-
tainty about facts need not be an impediment to political
resolution of heated controversy. The standard model will
hold up. To begin to develop a more satisfactory alternative,
I examine how estimates of uncertainty have changed in the
arenas of earthquake prediction, nuclear waste disposal, and
climate change. Based on these examples, I present the idea
that uncertainty in environmental controversies is a mani-
festation of scientific disunity (excess of objectivity; disci-
plinary diversity) and political conflict.

5.1. The Parkfield prediction

In 1985, seismologists from the US Geological Survey
estimated with 95% probability that a mid-size earthquake
along the Parkfield segment of the San Andreas fault would
occur by the year 1993. The 95% certainty level assigned
to the event was derived from a statistical analysis of the
recurrence interval of past earthquakes along the Parkfield
segment (Bakun and Lindh, 1985) and it was endorsed by
the scientific judgment of the seismological community as
a whole, as expressed by expert oversight bodies at the state
and national level (Nigg, 2000).

The earthquake, however, did not take place, and by the
end of 2003 had still not occurred. One possible explana-
tion is that reality is occupying the tail of the probability
curve—that is, the 95% probability was “correct,” and the
non-occurrence of the earthquake was indeed a highly un-
likely event reflecting aberrant behavior of the fault sys-
tem (analogous, perhaps, to the uniquely rare confluence of
events in the 2000 Florida election). If this were true, we
would expect, for example, that if similar predictions were
made for nineteen other, similar fault segments, earthquakes

would occur in all cases. But the state of seismological
knowledge has only rarely allowed scientists to issue earth-
quake predictions with confidence, and even more rarely
have those predictions been borne out (Nigg, 2000). Indeed,
subsequent analysis has shown that the Parkfield predic-
tion was based on insufficient analysis of available data and
incomplete understanding of the fault’s behavior (Kagan,
1997; Roeloffs and Langbein, 1994). From this perspective,
the uncertainty estimate needs to be recognized as a state-
ment not about the actual behavior of a natural phenomenon,
but about the state of scientific understanding of that phe-
nomenon at a particular time, and the state of confidence
that scientists had in that state of understanding at that time.

Uncertainty estimates, that is, are in part a measure of the
psychological state of those making the estimates, which is
in turn influenced by political context within which the sci-
ence is carried out. In the case of the Parkfield prediction,
an important aspect of the story was that the fault segment
ran through a sparsely populated agricultural region of Cal-
ifornia. Thus, the political and economic stakes of a false
prediction (or, for that matter, an accurate one) were low.
If seismologists had arrived at similar probabilities for an
earthquake in San Francisco, the consequences of both the
prediction itself, and the predicted event, would have been
considerably greater. Under such circumstances, scientific
and political scrutiny of the prediction would have greatly
intensified, the pressure on the scientists to be “right” would
have been intense, and the population of scientists and per-
haps of disciplines involved in the prediction process would
have expanded. It is difficult to imagine that such conditions
would not have influenced the certainty levels expressed by
scientists, or undercut the unanimity of opinion surround-
ing particular statements of certainty. If the stakes had been
higher, certainty would have been lower.

5.2. Water flowing underground

One key attribute that determines the performance of any
nuclear waste site is its hydrological system. If water flows
through a site, it may accelerate degradation of waste con-
tainment vessels that could in turn lead to mobilization of
radionuclides and contamination of water supplies and the
environment adjacent to the site. Because radioactive waste
decays over periods of tens of thousands of years, assessing
the behavior of a potential site involves efforts to understand
how the hydrological system might evolve over long time
frames.12

Since the early 1980s, hydrologists have been estimating
percolation flux, or the rate at which a volume of water flows
through a unit area of rock, at the proposed US high level
nuclear waste site at Yucca Mountain, Nevada. Initial esti-
mates, made in the early 1980s based on field studies, indi-
cated a flux of between 4 and 10 mm per year, but further
research reduced these estimates to between 0.1 and 1 mm

12 The Yucca Mountain story is taken fromMetlay (2000).
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per year, an uncertainty range that was reinforced by addi-
tional studies over the next 12 years. These estimates, based
on combinations of expert judgment, numerical models, and
laboratory experiments, were a crucial input for integrated
performance assessment models of overall repository site
behavior. Indeed, the 0.1–1 mm per year range allowed such
performance assessments to conclude that the site was suffi-
ciently dry to meet safety standards set by the US Environ-
mental Protection Agency. As a result of this combined sci-
entific stability and political desirability, by the mid-1990s,
“thinking about percolation flux had almost achieved the
status of conventional wisdom” (Metlay, 2000, p. 210).

However, the Yucca Mountain site was the focus of in-
tense political controversy, and the scientific results that is-
sued from the Department of Energy (DoE), which had re-
sponsibility for the site, were under constant fire. DoE was
also subject to the oversight of two external bodies that re-
viewed the science and made recommendations for further
research.13 In this politically contentious environment, DoE
was pushed to drill a tunnel that would enable direct sam-
pling of rocks at the actual level of the proposed reposi-
tory. Subsequent analysis of water in those rocks indicated
the presence of radioactive isotopes generated from atmo-
spheric nuclear weapons tests in the early years of the Cold
War. That water containing these isotopes had made it from
the surface to the repository site—300 meters beneath the
surface—in less than 50 years was evidence that percolation
flux was perhaps ten times faster than indicated in modeling
studies over the previous decade. Following this discovery,
an aggregation of estimates from seven outside experts con-
cluded that the 95% probability range for percolation flux
lay between 1 and 30 mm per year—far higher rates than
were encompassed by the “conventional wisdom” born dur-
ing the prior decade or more of research. To complicate the
story even further, efforts to reproduce the isotopic analysis
of the repository water have yielded highly inconsistent re-
sults (Nuclear Waste Technical Review Board, 2000). After
20 years of research, uncertainties surrounding percolation
flux seem only to have increased.

A key aspect of this story is that the decade or more of
research reinforcing the belief that percolation flux lay be-
tween 0.1 and 1 mm per year was sponsored by the agency
which had general responsibility for developing the reposi-
tory site and strong institutional and political motivations to
keep the project moving forward. AsMetlay (2000, p. 211)
observed, “when faced with the need to resolve uncertainty
about percolation flux, the scientists [at DoE laboratories]
had little organizational incentive to settle on a higher value
or, more important, to question whether a lower value was
correct. This approach to addressing uncertainty need not
have been adopted consciously; in fact, it probably was not.
More likely, it arose simply because organizational norms

13 These bodies were the Nuclear Waste Technical Review Board, an
independent government agency, and the nongovernmental Board on Ra-
dioactive Waste Management of the National Research Council.

and culture have a well-documented and pervasive effect on
individuals’ actions and judgments.”14 Moreover, initial es-
timates of percolation flux emerged from an organizational
and scientific context that was relatively homogeneous in
terms of both scientific and political goals. As the research
process opened up to more diverse scientific and political
players, a greater diversity of values of interests were impli-
cated, leading to the introduction of new sources of uncer-
tainty.

5.3. Climate change

In climate change science, one closely scrutinized area
of uncertainty is climate sensitivity, or the average global
temperature increase associated with a doubling of atmo-
spheric carbon dioxide. More than a century ago the Swedish
chemist Arrhenius estimated this value at 5.5◦C (Rayner,
2000), a number remarkably close to the likely temperature
range of 1.5–4.5◦C estimated by modern climate scientists
using highly sophisticated numerical models, and adopted
by the Intergovernmental Panel on Climate Change (IPCC)
(Houghton et al., 2001, p. 67). While this latter temperature
spread is very commonly used as an indication of the uncer-
tainty range associated with climate sensitivity, the spread it-
self is not a probability range—that is, the probability of any
particular temperature increase within this range is unspeci-
fied (as is the probability of the doubling temperature falling
outside this range). Rather, the uncertainty range purport-
edly reflects the difference between the smallest and largest
predicted temperature increases generated by a suite of 15
climate models (Houghton et al., 2001, p. 561). Yet, asvan
der Sluijs et al. (1998)have pointed out, a notable attribute
of the canonical, IPCC-endorsed uncertainty range is that,
for more than two decades, it has not changed, despite huge
increases in the sophistication of climate models over that
time—a fact that they explain in terms of an ongoing process
of evolving judgment and negotiation among climate mod-
elers working in a politically heated area of science, where
significant changes in scientific conclusions could have con-
siderable political repercussions.

Outside the IPCC process, however, the uncertainty as-
sociated with climate sensitivity has been expressed in sev-
eral different ways. One effort (Morgan and Keith, 1995)
elicited probabilities from 16 climate experts, and arrived

14 A similar dynamic has been demonstrated in the area of clinical
medical trials, where a number of studies have shown that trials directly
or indirectly supported by pharmaceutical companies often yield more
favorable assessments of new therapies—greater certainty about positive
results—than trials that are not tied to the private sector in any way. The
point here is not that scientists are engaging in fraudulent research in
an effort to bolster a desired conclusion. The reality seems to be more
interesting—that “close and remunerative collaboration with a company
naturally creates goodwill [that] can subtly influence scientific judgment
in ways that may be difficult to discern” (Angell, 2000, p. 1517). This
conclusion is similar to Metlay’s suggestion that “organizational norms
and culture” influenced uncertainty estimates at Yucca Mountain.
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at a mean sensitivity of 2.6◦C with a mean standard devi-
ation of 1.4◦C. This type of “subjective probability” pre-
sumes that all experts are providing equally “probable” es-
timates. Another method estimates climate sensitivity based
on a simple climate/ocean model that simulates the observed
hemispheric-mean near-surface temperature changes for the
past century or so (Andronova and Schlesinger, 2001). This
approach concludes that the 90% confidence interval for cli-
mate sensitivity is 1.0–9.3◦C—much wider than the more
familiar model uncertainty spread used by the IPCC. Other
recent studies (Knutti et al., 2002; Forest et al., 2002) also
indicate considerably wider spreads than the IPCC estimate.
Thus, as in the Yucca Mountain case, an expansion of the
institutional and scientific players destabilizes estimates of
uncertainty.

This phenomenon threatens the claim that scientific re-
search will help resolve scientific controversy through re-
duction of uncertainty. My own experience on the Climate
Research Committee of the National Research Council illus-
trates how institutions central to the mainstream of scientific
research may nevertheless seek to buttress this claim. Dur-
ing 2001–2003 I was part of a panel writing a report that was
originally to be entitledClimate Change Feedbacks: Char-
acterizing and Reducing Uncertainties. The panel’s formal
tasks in the report were to:

(1) characterize the uncertainty associated with climate
change feedbacks15 that are important for projecting the
evolution of the Earth’s climate over the next 100 years;
and

(2) define a research strategy to reduce the uncertainty asso-
ciated with these feedbacks. . . .

Because the report was to deal directly with the prob-
lem of uncertainty in climate science, the panel decided to
include a section discussing some of the complexities sur-
rounding the concept of uncertainty in science and policy.
This decision was particularly notable because such an ap-
proach had not been taken before. Numerous previous NRC
reports on climate science, while frequently using the word
“uncertainty,” and asserting the importance of reducing it,
did not make a serious effort to distinguish among the var-
ious meanings of the word, even while repeatedly making
the claim that more research would reduce uncertainty, and
reduced uncertainty would aid policy makers.16

A draft of the report was circulated to outside reviewers.
The draft included a brief discussion of the concept of un-
certainty, illustrated by a discussion of differing approaches

15 Climate feedbacks are processes in the climate system that can either
magnify or reduce the system’s response to climate forcing such as
greenhouse gas emissions.
16 Perhaps most notable among these was the massivePathwaysreport,

which states on its opening page (NRC, 1999a, p. 1), first that “we can
now focus attention on the critical unanswered scientific questions that
must be resolved to fully understand and usefully predict global change,”
and therefore, that “we need to reduce uncertainties in the projections
that shape our decisions for the future.”

to estimating the uncertainty associated with climate sensi-
tivity. The draft also included the statements that “charac-
terizing the uncertainty is not the same as reducing it,” and
that “there is no guarantee that further research will soon
reduce the uncertainty in climate projections.”17

Reviewers were extremely critical of this discussion, not-
ing especially that the word “uncertainty” was used in many
different ways without clearly defining them. “This is not
a trivial issue,” one reviewer acutely noted, “because it is
a matter of objectives. Each definition of uncertainty repre-
sents a different definition of objectives, which leads to a
different definition of metrics.” Reviewers also strongly crit-
icized the report’s focus on “model uncertainty,” which was
deemed “unacceptable for institutional reasons. It states the
objective of a multibillion dollar program in strictly insider’s
terms, i.e., understandable and of interest only to scientists,
and makes a point of saying that societal links cannot be
established.”18

Yet the reviewers did not suggest that a revised draft in-
clude a more careful definition and delineation of the vari-
ous uses of the word “uncertainty,” but rather recommended
the opposite—that the specific discussion of uncertainty be
omitted. This seems to indicate that the problem was not
the various meanings and uses of the word throughout the
report, but the calling attention to them in the introduc-
tory discussion. Indeed, prior NRC climate reports also used
“uncertainty” in a similar variety of ways without defining or
distinguishing them (e.g.,NRC, 1999a; NRC, 2000; NRC,
2001).

The panel’s subsequent set of revisions included a very
reduced section on uncertainty, but did not eliminate the dis-
cussion of climate sensitivity, which was felt to be an im-
portant illustration of how uncertainty could be character-
ized in different ways. Statements about the difficulties of
reducing uncertainty were also left in. Reviewers again ob-
jected, and it was made clear to the panel that unless the
offending language was removed, the report would not be
published.19 Thus, in the final report all discussion of un-
certainty was removed. Even the word “uncertainty” was
stripped from the title, which was changed toUnderstand-
ing Climate Change Feedbacks(NRC, 2003). The multiplic-
ities of meaning and use of the word “uncertainty” remain
(unacknowledged) in the report,20 as does the promise, both

17 Quotes from a 6 June 2002 draft of the report.
18 Quotes from an 8 August 2002 internal memo to the panel from NRC

staff.
19 Memo to the panel, 9 July 2003.
20 As just one example: in a discussion of cloud feedbacks, succes-

sive paragraphs refer first to “reduction in the uncertainty of climate
sensitivity,” which is generally reported as a model uncertainty, and then
states that “[a]nother key uncertainty in cloud–climate interactions is the
response of anvil clouds to surface temperature.” The second use of the
word seems simply to mean “incomplete knowledge” (NRC, 2003, p. 27).
Two pages later “uncertainty” is used to mean the difficulty of quantifying
a specific value (“the amount of radioactive heating that occurs within the
atmosphere versus how much heating occurs at the surface. . . ”) (NRC,
2003, p. 30).
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explicit and implicit, that more research, and better models,
will reduce uncertainties.21 Absent, however, is any discus-
sion of these issues.

The conspicuous contradiction between the reviewers’
comments and their suggested changes makes it very difficult
to understand the review process as anything other than an
effort to reinforce whatShackley and Wynne (1996, p. 285)
termed the “condensation” of uncertainty’s many meanings
and complexities into “one undifferentiated category” that
allows broad claims to be made about how the key to a given
problem is more research and more time. Moreover, by pre-
senting uncertainty as a vague but putatively coherent con-
cept that is “reduced” through more research, the scientific
community assures that the phenomenon of uncertainty re-
mains located in our imperfect (but always-improving) un-
derstanding of nature, and is not an attribute of nature itself,
of the structure of disciplinary science, or of the social and
political context within which research is conducted. In this
way, scientists can maintain control over the management of
uncertainty while also, in the words ofShackley and Wynne
(1996, p. 287), “strengthening the authority of science [that]
in turn reinforces a particular policy order.”

As it pertains to environmental controversy, the word
“uncertainty” refers most generally to the disparity between
what is known and what actuallyis or will be. Uncertainty,
that is, reflects our incomplete and imperfect characteriza-
tion of current conditions relevant to an environmental prob-
lem, and our incomplete and imperfect knowledge of the fu-
ture consequences of these conditions. For a well bounded
problem, these insufficiencies can to some extent be ad-
dressed (although never eliminated) through additional re-
search, but there are many reasons why such an approach
might not succeed, for example, when additional research
reveals heretofore unknown complexities in natural systems,
or highlights the differences between competing disciplinary
perspectives, and thus expands the realm of what is known
to be unknown.

But as the previous examples show, the characterization
of uncertainty also reflects the political and institutional con-
texts within which science is conducted and debated, the di-
versity of scientific practice, and the psychological states of
those making the characterizations.22 Uncertainty is in part
a manifestation of the disunity of science and the plurality of
institutional and political players (and their competing value
commitments) involved in the conduct and interpretation of

21 For example, “Research into carbon uptake by the land and ocean
as outlined in the US Carbon Cycle Plan. . . should be undertaken to
characterize and reduce the uncertainty associated with carbon uptake
feedbacks” (NRC, 2003, p. 10).
22 For example, the propensity of experts to display overconfidence in

probability estimates has long been recognized (Kahneman et al., 1982).
Moreover, asRosenberg (1994)points out, the very act of estimating
probabilities increases the complexity of the system being studied because
that system now includes the cognitive states of the experts who are doing
the estimating.

Fig. 1. Schematic illustration of influence of political context on level of
uncertainty.

scientific research. It is the location where conflicts between
competing sets of facts and disciplinary perspectives reside.

One simple way to think about these relations is shown
in Fig. 1. When political stakes associated with a contro-
versy are relatively low, high certainty is more permissible
than when the stakes are high (e.g.,Collingridge and Reeve,
1986). Fewer disciplines, institutions, and stakeholders are
likely to have strong and competing interests in any particu-
lar assertion of uncertainty levels. This relation is illustrated
by the Parkfield prediction. But when the costs and bene-
fits associated with action on a controversy begin to emerge
and implicate a variety of interests, both political and scien-
tific scrutiny of the problem will increase, as will sources of
uncertainty, as shown by the climate sensitivity and nuclear
waste cases.23 Moreover, when political controversy exists,
the whole idea of “reducing uncertainty” through more re-
search is incoherent because there will never be a single
problem for which a single, optimizable research strategy
or solution path can be identified, let alone characterized
through a single approach to determining uncertainty. In-
stead, there will be many different problems defined in terms
of many competing value frameworks and studied via many
disciplinary approaches.

Recent developments in the Yucca Mountain story starkly
illustrate the implications of these observations. In July 2002
President Bush signed a Congressional resolution that al-
lows the US Department of Energy to apply for a license
to actually construct the nuclear waste repository at Yucca
Mountain (Holt, 2003). This crucial political step was taken
even though uncertainty about site behavior has increased
significantly in recent years, due both to controversy over
the hydrogeology, discussed above, and new insights into the
effects of corrosion on waste containment vessels (Nuclear

23 Jamieson (1995, p. 37) has made a similar point in arguing that
“[r]ather than being a cause of controversy, scientific uncertainty is often
a consequence of controversy.” HoweverShackley and Wynne (1996,
p. 276) suggested the opposite—that “the less a science is tied to policy
uses, the more its practitioners would be free to express uncertainty.”
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Waste Technical Review Board, 2003). What allowed polit-
ical action to take place was the consolidation of national
political power in the hands of the Republican party, which
is sympathetic to the interests of the nuclear power industry,
and thus supports moving ahead with development of the
waste site. The diversity of political interests controlling the
decision process was curtailed, and as a result the optimistic
views on uncertainty of scientists and bureaucrats at the De-
partment of Energy were able to prevail over other perspec-
tives and interests. While these events are unlikely to mark
an end to the controversy, they can allow action to proceed,
and thus mark the beginning of whatSchön and Rein (1994,
p. xix) have called a “policy drama,” where the discussion
increasingly focuses on assessing progress toward a partic-
ular goal, e.g., the safe storage of nuclear waste, rather than
on impossible-to-resolve questions such as whether “safe”
storage is possible.

6. Why scientize?

The organization of science—its methodological and
disciplinary diversity; the multiple institutional settings in
which it is conducted—make it a remarkably potent catalyst
for political dispute. Recognizing that simple, linear formu-
lations leading from “more science” to “less uncertainty”
to “political action” are inherently flawed, others have sug-
gested that society needs to adopt new ways of thinking
about the conduct of science, new ways of evaluating how
and when science is valid or potentially useful, new institu-
tions for mediating the processes by which science is inte-
grated into political decision making, and new geographic
and temporal scales for conducting and using science (e.g.,
Funtowicz and Ravetz, 1992; Gallopı́n et al., 2001; Lee,
1993; Nowotny et al., 2001; Gibbons, 1999; NRC, 1999b;
Jasanoff, 1990, 1996b). While accepting the value and
salience of all of these suggestions, they focus on the prob-
lem of understanding how scientific knowledge, in all its
multifarious, social complexity, can best be integrated into
contentious decision making processes. In cases where prob-
lems are fairly well circumscribed in terms of institutional
players and problem definition, such approaches may make
particular sense. Yet they do not engage this overarching ob-
servation: we have few good examples of science providing
sufficient clarification to point the way through politically
charged, open-ended environmental controversies,24 yet in-

24 The successful negotiation of the Montreal Protocol, mandating the
phase out of stratospheric-ozone-depleting chlorofluorocarbons (CFCs), is
the most obvious candidate for such a success story. The identification of a
single chemical culprit (CFCs) as the major cause of ozone depletion sug-
gests that this problem was scientifically “easier” than other high-profile
controversies. Yet the incentives for policy action were strongly enhanced
by a political and diplomatic climate that was receptive to reductions in
CFC use evenbeforethe resolution of the major scientific questions about
ozone depletion (Benedick, 1991; Sarewitz, 1996). Also important was
the invention of CFC alternatives by DuPont (Rowlands, 1993), which

numerable examples of decisive political action in all realms
of society taken despite controversy and uncertainty, and
with science playing little or no formal role in the debate.
One must wonder if it is worth approaching the problem from
the opposite direction. So I would like to conclude by briefly
exploring the following question: why is it that some polit-
ical controversies become scientized, while others do not?

To return to the 2000 Presidential election, on its face,
the vote count should have been much more amenable to
scientific investigation and uncertainty reduction than even
the simplest environmental controversy. On the other hand,
the election was broadly accepted as a relatively pure process
for adjudicating competing values and interests. Moreover,
those values and interests had been on public display for
months through the election campaign process. Even though
the adjudication process itself was a technical one (counting
votes), once the authoritativeness of that process was called
into question, numerous other mechanisms for adjudicating
value disputes were available and mobilized. Because these
mechanisms were unabashedly political (or, in the case of
the US Supreme Court, perhaps abashedly so), they were not
subject to criticism for using junk science or for politicizing
scientific results. Contesting sides were overtly seeking to
advance their own interests. If there are complaints to be
made about this process, they must address the mechanisms
by which interests are advanced, such as campaign financing
or the process of selecting judges, rather than the mechanism
by which the controversy was ended.

What are the interests and values at stake in controver-
sies over global climate change, nuclear waste disposal, or
genetically modified foods? While it may not be very hard
to arrive at plausible hypotheses about the value preferences
of people holding various positions in such controversies,
the scientific debate itself conceals those preferences behind
technical arguments. This camouflaging process reflects, in
part at least, the enduring social commitment to the idea of
scientific facts as detached from values, and the consequent
desire of everyone on all sides of a given controversy to le-
gitimate their value preferences with an allegedly indepen-
dent body of facts (e.g.,Nelkin, 1995). This commitment is
codified through a variety institutions and agreements, for
example, the Intergovernmental Panel on Climate Change,
which is supposed to provide the scientific basis for making
international decisions about climate, and the World Trade
Organization, which allows nations to regulate trade in agri-
cultural goods based on risks to human, animal, and plant
health only if such regulation is based on accepted scientific
principles and standards (World Trade Organization, 1995).
What Wynne (1991, p. 120) observed more than a decade
ago seems to be no less true today: despite the policy im-
plications of scholarly insight into the contextual origins

allowed private sector interests to align with calls for a CFC phase out.
The ozone story is less one of controversy resolved by science than of
positive feedback among convergent scientific, political, diplomatic, and
technological trends.
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of scientific knowledge, “the overall trend in the structure
and control of science is currently running in the opposite
direction.”

Any political decision (indeed, any decision) is guided by
expectations of the future. Such expectations can in turn be
less or more informed by technical knowledge, but the ca-
pacity of such knowledge to yield an accurate and coherent
picture of future outcomes is very limited indeed. Ultimately,
most important decisions in the real world are made with a
high degree of uncertainty, but are justified by a high level of
commitment to a set of goals and values. Such past political
acts as the passage of civil rights legislation, the reform of
the US welfare system, or the decision to invade Iraq were
not taken on the basis of predictive accuracy or scientific
justifications about what the futurewould look like, but on
the basis of convictions about what the futureshould look
like, informed by plausible expectations of what the future
could look like. From this perspective it is useful to recall
that, when comprehensive environmental laws were enacted
in the US during the late 1960s and early 1970s, scientific
knowledge about the state of the environment was much less
comprehensive and sophisticated than it is today, when al-
most all environmental laws and regulations are under polit-
ical attack. The implementation of a broad legal framework
for environmental protection in the US was a response to a
social and political consensus, not authoritative knowledge
(e.g.,Kraft and Vig, 1997).

It is difficult to avoid the conclusion that there is no a pri-
ori reason why some types of political controversies should
be highly scientized, and others should not be. For example,
from a purely technical standpoint, the difficulties of pre-
dicting future climate outcomes and impacts over the next
century, or predicting the behavior of a nuclear waste site
over the next 10,000 years, cannot be much less complex,
and are likely much more complex, than predicting the fu-
ture of, say, different immigration policies or medical insur-
ance systems.

Why, then, do some controversies become more scientized
than others? Possibilities include:

1. advocates or opponents of action believe that scientific
knowledge will advance their value positions or interests;

2. advocates or opponents of action believe that scientific
uncertainty will advance their value positions or interests;

3. scientists are involved in the political framing of the con-
troversy; and

4. available policy options for addressing the controversy
are insufficiently broad or appealing to attract a political
consensus.

In contrast, reasons why some controversies do not be-
come highly scientized might include:

1. value positions are well articulated from the beginning
of the controversy;

2. values underlying the controversy are widely viewed as
inappropriate for scientific adjudication;

3. effective mechanisms for eliciting and adjudicating value
disputes are already in place and well-accepted; and

4. available policy options are broad and appealing enough
to attract a political consensus.

Political decision making can fruitfully be understood as
a process of adjudicating value disputes (Lasswell, 1977,
pp. 184–185;Sandel, 1996, pp. 17–18). This understanding
certainly does not imply that facts have no place in political
debate. People can only make sense of the world by finding
ways to reconcile their beliefs with some set of facts about
how reality must operate (e.g.,Simon, 1983; Schön and
Rein, 1994). So politics can isolate values from facts no more
than science can isolate facts from values. The nature of
this interaction has been a central subject of science studies
scholarship (e.g.,Jasanoff, 1987; Jasanoff, 1990).

The problem is that this symmetry does not manifest in
political processes. Political debate permits the mobilization
of a broad range of weaponry, including scientific facts, re-
ligious dogma, cultural norms, and personal experience, in
defense of one’s values and interests. But scientized debate
must suppress theopen discussion of value preferences;
were it not to do so it would have no claim to distinction
from politics.25 This need can strike at the heart of demo-
cratic vitality. For example, as mentioned, World Trade
Organization rules require that nations can only restrict
trade in genetically modified foods on the basis of scientific
risk assessments. These rules, of course, are meant to en-
sure a more open flow of goods across national boundaries,
and thus give precedence to economic values over all oth-
ers. But the well documented opposition in many European
countries to GM foods appears to have little to do with sci-
entifically determined levels of risk, and much to do with
non-economic values. In many European nations, a majority
of people surveyed say that they would not purchase GM
foods even if they were known to be safe, environmentally
friendly, andcheaper than non-GM equivalents. Survey data
show that people’s concerns are related more to a desire for
transparency in decision making about GM foods, a suspi-
cion about the economic motives of multinational compa-
nies who sell such foods, a concern about the implications
of GM products for the European agricultural system (which
in turn connects to concerns about landscape and culture),
and worries about the implications of globalization for qual-
ity of life (Marris et al., 2001; Gaskell et al., 2003; Rayner,
2003). In the scientized controversy over GM foods, these
diverse values have no legitimated part in the debate over
levels of risk. Thus, not only are expressions of these values
suppressed, but they are suppressed in favor of an alterna-
tive value—economic openness—that remains camouflaged

25 In reality, of course, scientists are constantly engaged in a process
of sub rosa, perhaps even subconscious, negotiation that is unavoidably
political, whether working in the closed context of a research commu-
nity (e.g., Fleck, 1979; Collins, 1985), or in the more highly charged
atmosphere of a science advisory panel (Jasanoff, 1990).
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behind the commitment to carrying out the debate in scien-
tific terms alone.

Scientization of controversy also undermines the social
value of science itself. In the absence of agreed upon values
that can inform the articulation of social goals, we cannot
recognize the broad range of policy options that might be
available to achieve those goals, nor can we possibly know
how to prioritize scientific research in support of the goals.26

Scientific resources end up focused on the meaningless task
of reducing uncertainties pertinent to political dispute, rather
than addressing societal problems as identified through open
political processes. The opportunity cost may be huge.27

Consider what has taken place in the climate change arena.
Certainly the Kyoto Protocol stands as the most significant
political achievement related to climate change thus far. The
Protocol represents the translation of a set of scientific in-
sights about the relation between greenhouse gas emissions
and global temperatures into a political decision to take a
first step toward reducing those emissions.28 But no one can
possibly know what the consequences of these emissions
reductions will be, either in terms of climate behavior or so-
cioeconomic outcomes. Thus, the only coherent value that
can be extracted from the decision to adopt such reductions
is that reducing greenhouse gas emissions is an inherently
good thing to do. But this raises its own set of problems. The
Kyoto goals could be achieved, for example, through a vari-
able combination of emissions and sequestration schemes,
which might or might not actually result in decreased hydro-
carbon consumption. They could be pursued by enhancing
global economic equity, for example, through diffusion of
new technologies, or by further concentrating global wealth,
for example, through policies that fail to spur economic de-
velopment in poor countries (thus keeping energy consump-
tion low).29 And the pursuit of the Kyoto goals is not likely
to have any discernible effect at all on the impacts of climate
on society. If concerns about the negative impacts of climate
change are a motivating value behind emissions reductions,
those concerns will not be met.

Were such goals and values as, say, absolute reductions
in hydrocarbon consumption through greater energy effi-
ciency, more equitable global economic development, and

26 Some environmental controversies, such as climate change, only exist
because of scientific research that allowed the problem to be recognized
in the first place. However, the role of bringing an environmental problem
to public attention is not at all the same as resolving the value-based
controversies raised by the problem (e.g.,Herrick and Sarewitz, 2000;
Alario and Brün, 2001).
27 As one indication of this opportunity cost, consider that the US federal

commitment to basic research on climate change has been about four times
more than its expenditures on renewable energy research (EIA, 2001).
28 That is, for industrialized nations, by 5% below 1990 levels by the

year 2012.
29 In this light it is notable that the Kyoto Protocol’s relatively modest

commitment to technology development and diffusion is more than offset
by a variety of economic and technology policies endorsed by many
signatory nations that increasingly undermine the development prospects
of poor countries (e.g.,Stiglitz, 2003).

decreased impacts of climate on society openly adopted as
worthy of pursuit by society with the help of science, then
global scientific priorities would look considerably different
than they do now (e.g.,Sarewitz and Pielke, 2000; Pielke
and Sarewitz, 2003), perhaps corresponding more closely
to what some have termed “sustainability science” (NRC,
1999b; Kates et al., 2001).

From these brief discussions I hope to have made clear
that there is no reason why environmental controversies must
be highly “scientized.” Even if science brings such a con-
troversy into focus (for example, by documenting a rise in
atmospheric greenhouse gases), the controversy itself exists
only because conflict over values and interests also exists.
Bringing the value disputes concealed by—and embodied
in—science into the foreground of political process is likely
to be a crucial factor in turning such controversies into suc-
cessful democratic action, and perhaps as well for stimu-
lating the evolution of new values that reflect the global
environmental context in which humanity now finds itself
(Jamieson, 1992). Moreover, the social value of science it-
self is likely to increase if scientific resources relevant to
a particular controversy are allocated after these value dis-
putes have been brought out into the open, their implications
for society explored, and suitable goals identified.30

A variety of researchers have sought to develop methods
for integrating values into environmental research, for exam-
ple, by developing scenarios of the future evolution of envi-
ronment and society that respond to different sets of value
preferences (e.g.,van Asselt and Rotmans, 1996; Rotmans
and De Vries, 1997; Costanza, 2000; UK Climate Impacts
Programme, 2001). It is not clear whether or not this is a
step in the right direction because these approaches still de-
pend on the ability of mathematical models to yield plausi-
ble scenarios of the future, where plausibility will in part be
judged within the normative perspectives of those using the
models (which themselves embody the normative perspec-
tives of those who build the models). Moreover, the process
of articulating concrete future alternatives through models
could have the affect of exacerbating political controversy
by claiming to make it clearer who future winners and losers
are likely to be, given a set of decisions and predicted out-
comes (e.g.,Glantz, 1995). These approaches also beg the
question of how values will actually be elicited and adju-
dicated in choosing what scenarios society should actually
pursue.

What I am suggesting is that progress in addressing en-
vironmental controversies will need to come primarily from
advances in political process, rather than scientific research.
Perhaps such advances will require the formal or informal
imposition of a sort of “quiet period” for scientific debate

30 At this point I must, unfortunately, emphasize that this is neither a
brief for nor against “basic research.” There is, indeed, every reason to
believe that the political determination of value preferences and goals in
the realm of the environment would need to be followed by research of
many different kinds aimed at helping to pursue those goals.
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when environmental controversies become highly publicized
and gridlocked, to create time and space for underlying value
disputes to be brought into the open, explored, and adju-
dicatedas suchin democratic fora. During such a “quiet
period,” those who make scientific assertions in fora of pub-
lic deliberation would have to accompany those claims with
a statement of value preferences and private interests rele-
vant to the dispute. This rule would be enforced for scientists
as well as lay people. Science does not thereby disappear
from the scene, of course, but it takes its rightful place as
one among a plurality of cultural factors that help determine
how people frame a particular problem or position—it is a
part of the cognitive ether, and the claim to special authority
vanishes.

If this suggestion seems not just playful but frivolous,
consider where my discussion began, with the election and
Lomborg controversies. In the former case, the factual dis-
pute was subjugated to the practical necessity of arriving at
a resolution, and politics was allowed to do its job. In the lat-
ter case, an insistence by all parties that the dispute is about
who is in charge of the right environmental facts merely re-
capitulates in miniature the escalating political gridlock sur-
rounding environmental politics. The technical debate—and
the implicit promise that “more research” will tell us what
to do—vitiates the will to act. Not only does the value dis-
pute remain unresolved, but the underlying problem remains
unaddressed.

The point is not that stripping away the overlay of sci-
entific debate must force politicians to take action. But if
they choose not to act they can no longer claim that they are
waiting for the results of the next round of research—they
must instead explain their allegiance to inaction in terms of
their own values and interests, and accountability now lies
with them, not with science or scientists. To the extent that
our democratic political fora are incapable of enforcing that
accountability, the solution must lie in political reform, not
more and better scientific information.

Yet one question remains: what, then, becomes of science?
One part of the answer is: nothing, it is still there, in the
background, along with all the other influences on people’s
political interests and behavior. But the other part of the
answer is that science is liberated to serve society and the
environment, for, as I have suggested, it is only after values
are clarified and some goals agreed upon that appropriate
decisions about science priorities can emerge.

No longer able to hide behind scientific controversy,
politics would have to engage in processes of persuasion,
reframing, disaggregation, and devolution, to locate areas
of value consensus, overlapping interests, or low-stakes op-
tions (e.g., “no regrets” strategies) that can enable action in
the absence of a comprehensive political solution or scien-
tific understanding (Sarewitz and Pielke, 2000; Pielke and
Sarewitz, 2003). In particular, the abandonment of a po-
litical quest for definitive, predictive knowledge ought to
encourage, or at least be compatible with, more modest, it-
erative, incremental approaches to decision making that can

facilitate consensus and action. Such approaches call upon
science not to be a predictive oracle to guide policy choices,
but a tool to support, monitor, and assess the implementa-
tion of policies that have been selected through the political
process (Brunner, 2000; Herrick and Sarewitz, 2000; Lee,
1993). “Sustainability,” write Rayner and Malone (1998,
p. 132) “is about being nimble, not being right.” And being
nimble is about taking small steps and keeping one’s eyes
open. Politics helps us decide the direction to step; science
helps the eyes to focus.
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